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Mark Medice

• Leads the Pricing, Data, AI Strategy practice at 

LawVision, focusing on performance and law firm 

design 

• Experienced as a legal practitioner, industry 

economist, industry pricing expert and data 

strategist for performance

• Started career with IBM in software, in-house 

counsel at Procter & Gamble, Associate at 

Morgan Lewis



Participants in the Forum



§ 80 participants

§ 50 firms

§ 6 Regions 

§ Lawyers and Allied 
Professionals

§ Priorities & Purpose

§ Engaging Meetings

§ Draw out relevant issues for 
you act

Our Participants and Purpose
Our Participants Our Purpose



Our 2024 Roadmap

Panelists Wanted!



May 23 Roadmap

§ Current events 

§ Recent Survey Results

§ Introduction to ethics and considerations

§ Panel Discussion with Lisa Ziegert and David McCarville

§ Break out sessions and report back



Recent News



Law firms are increasingly experimenting with generative AI to automate tasks like contract review and drafting, aiming to 
cut costs and boost productivity. Australian firm Gilbert + Tobin has incentivized AI integration with a bounty program and is 
developing tools based on innovative suggestions. MinterEllison's AI tool, designed with IT firm Arinco, can draft legal advice 

quickly and is being rolled out firm-wide. Despite the potential, firms are cautious of AI's limitations, such as inaccuracies 
and hallucinations. Some, like A&O Shearman, are also selling AI tools to clients, while Chinese firms face quality and 

regulatory challenges. Overall, generative AI presents both significant opportunities and risks for the legal sector.



Recent Survey of Priorities
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AI Strategy Pulse Check - How Are Our Meetings Helping? (One or more)

aiding in setting priorities for our AI initiatives. helping to surface critical issues and providing clarity on them.

supporting strategizing about potential AI-related services. guiding decisions on whether to procure specific solutions.

facilitating determining the extent of needed customization.
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Series Meeting Topic Preferences for the Balance of 2024? (Select 
one or more)

What problems to solve - business of law What problems to solve - practice of law

How much to invest / what to expect What other firms in SCG (in the group) are doing

How to build my 2025 AI action plans AI strategy methods

Ethics and compliance Resourcing and skills

State of the AI and some insight about where this is going Other (please specify)



AI Strategy, Ethics and Compliance



Issues and Resources
Intl Associa1on of Privacy Professionals AI Tracker





Illustration of the US Legal Ethics Codes & Policies 
Implicated by the use of AI
§ Confidentiality
• Principle: Lawyers must ensure that 

any AI tools they use maintain client 
confidentiality and protect sensitive 
information.

• Relevant Codes/Policies:
• ABA Model Rule 1.6 (Confidentiality of Information): 

Lawyers must not reveal information relating to the 
representation of a client unless the client gives 
informed consent.

§ Competence
• Principle: Lawyers must have a 

sufficient understanding of the AI 
technology they use to ensure it is 
appropriate and effective for their 
practice.

• Relevant Codes/Policies:
• ABA Model Rule 1.1 (Competence): Lawyers must 

provide competent representation to a client, 
requiring the legal knowledge, skill, thoroughness, 
and preparation reasonably necessary for the 
representation, including understanding the 
technology used.

§ Supervision
• Principle: Lawyers must supervise non-

lawyer assistants, including AI tools, to 
ensure that their use complies with 
professional obligations.

• Relevant Codes/Policies:
• ABA Model Rule 5.3 (Responsibilities Regarding 

Nonlawyer Assistance): Lawyers must make 
reasonable efforts to ensure that the conduct of 
nonlawyers under their supervision is compatible 
with the professional obligations of the lawyer.

§ Transparency
• Principle: Lawyers must ensure 

transparency in how AI tools are used, 
including limitations and the potential 
for errors, and must inform clients 
about the use of AI when appropriate.

• Relevant Codes/Policies:
• ABA Model Rule 1.4 (Communication): Lawyers 

must communicate with clients about the means by 
which the client's objectives are to be 
accomplished, including the use of AI tools.

§ Fairness and Bias
• Principle: Lawyers must ensure that AI 

tools do not introduce or exacerbate 
biases, and they must be vigilant about 
the fairness and impartiality of AI-
generated outcomes.

• Relevant Codes/Policies:
• ABA Model Rule 8.4 (Misconduct): Lawyers must not 

engage in conduct that is prejudicial to the 
administration of justice, which includes ensuring 
that AI tools do not perpetuate bias or 
discrimination.





Legal Framework from Practical Law Article

https://www.reuters.com/practical-law-the-journal/transactional/chatgpt-generative-ai-key-legal-issues-2023-06-01/



New Industry or Practice 

• Sullivan & Cromwell established new AI practice 
in May 2024 to meet the the increasing demand 
for AI-related services

• Practice includes leaders from IP and finance 
practices in Silicon Valley, New York, and London

• Firm notable clients include OpenAI, Character.ai 
and Symbotic

• Formalizing the AI practice will help the firm 
capitalize on AI-related dealmaking, litigation 
and regulatory work

• S&C has been integrating AI tools into its 
operations collaborating with LAER AI since 2015 
to develop a document review tool



David A. McCarville

Fennemore

Director

Lisa Ziegert

Hall & Wilcox

Director, Client Solutions

Esteemed Panelists re AI Ethics and Strategy

Lisa is the Client Solutions Director at Hall & Wilcox, 
where she drives the firm’s ‘Smarter Law’ program by 

fostering innovation and embracing technology, including 
emerging technology such as Generative AI. Lisa’s team is 

focused on bring Smarter Law alive for the firm and its 
clients.

David is a succession planning, business, and finance 
lawyer. He is co-chair of the Arizona Banking Association 

Emerging Technology, a member of the firm’s DEI 
Committee. He is an Adjunct Professor at Arizona State 

University and teaches a course titled Blockchain & 
Cryptocurrency: Law and Policy.



Discussion Roadmap

§ Panel Introductions

§ Overview of your firm’s AI journey 
and its intersection with AI ethics and 
compliance

§ Key policies you have adopted and/or 
extended. Assistance from insurance 
carriers

§ Tools, applications, deployments and 
their intersection to ethics and 
compliance

§ Business of law/practice of law

§ Business model considerations
• Pricing, selling hours, CAPEX
• Outside investment / fee-splitting / 

reasonable fees 
• Scale and consolidation

§ Specialized applications and current 
application extensions

§ GenAI / Traditional AI

§ Data
• Protection and client considerations
• Data strategy

§ Client policies and collaboration



Exercise for Today – Ethics Considerations



Breakout Session: AI Ethics Discussion
Objective

To share your firm’s AI activities in the context of AI ethics.

                                      Agenda
 Introduction (10 minutes)
• Each group member introduces themselves, sharing their name, 

role, and firm.
• Briefly discuss your firm's current stance or efforts in AI strategy.
• Assign a Scribe to document these on paper or in a Microsoft Word 

document.
• Assign a Reporter to share your results

 Discussion and Brainstorming (15 minutes)
• Discuss what you believe are key issues for AI ethics in law firms.
• Connect those issues with how your firm has acted, see examples 

below
• Have you factored insurance carrier guidance, segmented your AI 

applications based on client data, model learning, and privacy; 
have you made any changes to your operations like rates/pricing, 
compensation, practice structure

• Discuss anything else you deem relevant and important

Deliverable Creation (5 minutes)
• Compile a collaborative list of issues and ideas you generated as a 

group.

    Preparation for Sharing (5 minutes)
• Finalize the list and ensure it’s clear and concise for sharing.

                                     Deliverable
• A list of the top 3 takeaways from your conversations based on 

risks and opportunities
• Identify risks and opportunities re applications, client data, access 

to GenAI
• Any other insight your team deems relevant

Tips for a Productive Session
• Listen actively and encourage participation from all group 

members.
• Focus on actionable strategies that can realistically be 

implemented within the year.
• Consider both short-term wins and long-term visions for your AI 

strategy.

Sharing & Collaboration
• After the session, please email the finalized list to [designated 

email] or upload it directly to the shared SCG website.
• These documents will be foundational for ongoing strategy 

development and cross-firm collaboration.



Focus areas may have dedicated, or 
rotating stakeholders and we will 
operate to ensure smooth sharing 
among the groups through digital 

communities and regular 
communications

AI Ethics 

Considerations

Regulatory Compliance:
•  Stay abreast of global and local AI regulations 

and ensure data protection laws (e.g., GDPR, 
CCPA) compliance.

•  Monitor and adapt to new legislation 
specifically targeting AI technologies.

Ethical Guidelines:
•  Develop and adhere to ethical guidelines for 

AI use, focusing on transparency, 
accountability, and fairness.

•  Ensure that AI systems do not perpetuate 
biases and that AI decisions can be explained 
and justified.

 Data Privacy and Security:
•  Implement robust data privacy and security 

measures to protect client information.
•  Regularly audit AI systems for vulnerabilities 

and ensure data used for AI training is 
anonymized and secure.

 AI Governance Framework:
•  Establish a governance framework that 

outlines roles, responsibilities, and oversight 
for AI projects.

•  Create an AI ethics committee to oversee the 
implementation and use of AI technologies.

 Integration with Legal Practices:
•  Assess how AI can be integrated into legal 

practices to enhance efficiency and accuracy.
•  Identify areas where AI can assist, such as 

document review, legal research, and 
predictive analytics.

 Client Communication and Transparency:
• Communicate to clients how AI technologies 

are used in their cases.
•  Ensure clients understand the benefits and 

limitations of AI in legal services.

 Continuous Training and Education:
•  Invest in continuous training for staff to stay 

updated on AI developments and best 
practices.

•  Foster a culture of learning and adaptation to 
new technologies.

 Vendor Management and Collaboration:
•  Carefully vet AI vendors and collaborate with 

reputable tech partners.
•  Ensure third-party AI solutions meet the 

firm's ethical and security standards.

 Impact on Workforce:
•  Address the impact of AI on the workforce by 

reskilling and upskilling employees.
•  Ensure a smooth transition for employees 

whose roles may be affected by AI 
automation.

 Strategic Innovation:
•   Stay ahead of the curve by investing in AI 

research and development.
•   Encourage innovation within the firm to 

explore new AI applications and enhance 
competitive advantage.



Q&A
Discussion

Mark Medice
412-721-9475
mmedice@lawvision.com


